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Abstract

This paper adopts the Optimality Theory (OT) in the analvsis of the Igbo svllable
Structure. Using the OT framework, many Igbo polvsyllabic words are mml}'sc-'d. The
possible candidates are generated by GEN: the generated candidates are ‘assessed’ by
the CON ranked in the order appropriate to the Igbo language. Finally, EVAL selects the
optimal candidate, indicated by the pointing finger. The analvsis shows that the theory
(O7) is applicable to Igho svllabification when the phonotatic  constraints in the
language such as NO CODA, NO CLUSTER, NO REP, VOW REC and ONSET are
ranked in hierarchical order:

1.0 Introduction

Optimality Theory (OT) was introduced in the 1990s by Alan Prince and Paul Smolensky
(1991: 1993). The model was elaborated in McCarthy and Prince (1993) and later in
Prince and Smolensky (2004). The OT framework is widely used in phonological
researches as well as in otherareas of linguistic investigation such as morphology, syntax
and semantics. Prince and Smolensky (1991: 1993) view OT as a theory of linguistic
universals and universal grammar. For them, in the OT framework the grammars of all
human languages share a set of constraints known as CON which, according to Trask
(1996),is “assi aned a pride of place in the OT framework.™ _ ‘
The OT framework rests upon the principles that: universal grammar (UG) 1s made up of
basically a set of constraints from which individual grammars are constructed to ensure
well-formedness: the constraints in a grammar are generally not consistent in
themselves, as they often make conflicting requirements: a grammar comprises
constraints toucthcr' with a general means of resolving contlicts in favour of analysis
which best satisfies or least violates the contlicting constraints.
(http.//rm-f.net/pennywis MITECS/Article Smolensky2.html) emation i< selected b
Goldsmith (1995) says that in Optimality theory, th‘.Olltpl‘lI l‘s.‘pl‘t.%tn‘l.lfujl} 18 \L L‘LILIL' \
aset of well-formedness constraints that are ranked in a Encm.rchg. of rg'lz.\ am‘g.Tslo‘t 1“n‘“1
lower ranked constraint may be violated in order to smlst_\‘ a higher m‘nksd }1“}1- HIC ““‘l“}
idea of the OT model is that the surface forms ot language are R\.\llll.j.‘it ﬁt;%l(\\] ltll;.
resolution of conflicts between grammatical constraints. :\ccord‘mg t‘o b "l (2 ] m.t _“:
“The general idea of OT is that infinite set of candidate output Torms SIVER i Pt are
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cvaluated by grammar.” For Kager (1999:15), “The central ideal of Optimality theory
(OT) is that language is the domain of conflicting requirements, and grammars are
language-specific ways to resolve such conflicts on the basis of a hicrarchy of
constraints.

These constraints are minimally violated since the form that surfaces is that form which

incurs the least serious violation compared to a set of possible candidates. The

seriousness of a violation is defined in terms of hierarchy of constraints, because the
violation of higher ranked constraints is more serious and fatal. Thus, the violation of one
higher ranked constraint is more serious than the violation of two or more lower ranked
constraints. It should also be noted that since constraint ranking is language specific,
syllabification is also language specific. See Figs | and 2 below. We list all the candidates
vertically and the constraints horizontally. The constraints are arranged in a descending
order from left to right such that the leftmost constraint is the highest ranked constraint
while the rightmost constraint is the lowest ranked constraint. The cells contain violation
marks incurred by each candidate for a constraint.

Constraints C Cy
Candidate (A) *E
Candidate (B) *1

Table1: Tableshowing the candidates and constraints

The optimal candidate is (A) since it has no violation of the highest-ranked constraint
(C,), while its counterpart (B) has one violation which is fatal to it since the violation is of
the highest-ranked constraint. Fatality is shown by the exclamation mark (!) while a
violation is shown by an asterisk (*). We can observe that the optimal or best candidate in
our tableau has two violations of (C,); but this factor is insignificant, given that there isno
candidate that has no violation of the two constraints. This shows that domination is strict
to the extent that a candidate that incurs violations of some higher ranked constraint (on
which another candidate incurs no violations) is mercilessly excluded, regardless of its
relative well-formedness with respect to lower ranked constraint(s). According to De
Lacy (2007:10), “Constraints are violable; the winner may - and almost certainly will-
violate constraints”. We must point out that constraints' ranking is language specific. A
constraint that is ranked highest in one language could be ranked lowest in another. For
instance, whereas NO CLST (NO CLUSTER) constraint that forbids consonant cluster
is ranked among the highest in the Igbo language, it is ranked very low in English since
the language permits consonant cluster. This is also true of NO CODA constraint that
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forbids an Igbo syllable from ending ina consonant

20 The l):l)SI.C tenets o‘f()'l‘ and its essential components

According to Prince and Smolensky (1991 1993), as cited in Goldsmith (1995: 357)
“OT 11:1:5' four h‘:\s.w tenets™ They are violability, ranking, inclusiveness and p:lrnllllc.li.t:ln'
On 1119 issuc of \'“’Ii‘l“!ll}’. OT operates on the principle that cnnslruinll;' are violable; 'Imt'
violations must be mimmal. Ranking must be on I:mgtm;'c-mwcili‘c basis; minimal
violation (or best-satisfaction) of constraints is. o such, determined by this ranking,
Concerning "Wl_“*‘“’c“L‘SS. OT has it that all the analyses of every candidate as based ();1
the constraint hicrarchy are admitted by the general considerations of structural well-
formedness applicable to the particular language, without any form of repair strategics
with regard to specific constraints.  The principle of parallclism holds that the best-
satisfaction of the constraint hierarchy is computed over the whole items on the hicrarchy
and the whole candidates in the set.

With the debut of OT in the carly 19905 generative phonology (GP) has a matching
competitor because of their obvious differences, though GP has contributed immensely
in the phonological analysis of language. The phonological approach is moving away
from rule-based theory to constraint-based one. The OT model of phonological analysis
differs from the generative approach in the sense that whereas the generative framework
embodies the derivation approach, OT uses a constraints-based approach. GP derives an
output based on a series of processes that convert an underlying input to a surface
phonetic output. It, therefore, embodies the derivation approach, whereby the output is
usually the result of the application of a series of phonological rules that operate on an
underlying form of a morpheme, generating at each stage of the derivation a specific
output which in turn serves as an input to be operated upon by any following rules in the
derivation process until the final output is achieved. By contrast, OT is a constraint-based
approach which views constraints, generally governed by markedness principles, as
universal and violable; the constraints being ranked relative to each other and according
to their strength such that the optimal candidate best satisfies the constraints.

OT operates with three basic components which are the Gcnc;ator,‘ Evaluator 'and
Constraints. They are usually and popularly referred to as the GEN, EVAL and QON
respectively. GEN produces a number of potential outputs in that it gencrates the list qf
possible candidates that may come up as optimal ca‘ndldmc. EVAL spells out wh;xt it
takes for an output to be optimal with respect to ranking of CON. It sclcct.s the optimal
candidate from a set of candidates generated by GEN. .EVAL acts as the pollccman ofthe
model, ruling which ranking of CON produces optimal output candidate (cf. Clark,

Yallop & Fletcher, 2007).
According to Oyebade (2004:197) , EVAL determines the optimal candidate, which is

Scanned with CamScanner




Eme & Chikeluba: Application of optimality theory to the analysis of lgbo syllable structures ()

that candidate that best satisfies the constraint hierarchy; the 'best satisfaction’ is seen as
obedience to the highest ranked constraint or violation of lowest ranked constraint.
Given two candidates. A and B. A is better than B on a constraint i’ A mcurs fewer
violations than B. Candidate A is better than B on an entire constraint hicrarchy i’ A
incurs fewer violations of the highest ranked constraint distinguishing A and B. A s
optimal in its candidate set if it is better on the constraint hicrarchy than all other
candidates. For example, given constraints, C,, C;and C,, where C, dominates C,, which
dominates C, (C, >> C, >> C,), A is optimal (shown with a pointing finger), if it does
better than B on the highest ranking constraint which assigns thema different number of
violations. If A and B tic on C,, but A does better than B on C,, A is optimal, indicated by
the pointing finger, even if A has more violations of C, than B. The illustration is shown
on the tableau below:

Ci C, Cy
@ Candidate (A) | * * Fohk
Candidate (B) | * *¥)

Table 2: Aviolation table

Once a candidate performs worse than another candidate on the highest ranking
constraint distinguishing them, it incurs a crucial violation. There is no way for it to be
optimal even if it out performs the other candidates on the rest of CON. Since it is that
“shading emphasizes the irrelevance of the constraint to the fate of the candidate™
(Goldsmith, 1995:358-359). a loser's cells are shaded after a crucial violation; the
winner's when there are no more competitors.

CON can be defined as. “a structural requirement that may be either satisfied or violated
by an output form™ (Kager. 1999:5). CON are those rules in a language which the
candidates generated by the GEN must obey for them to be well formed. Ifa form fully
meets a structural requirement, it satisfies a constraint but if a form does not meet a
necessary requirement, it violates a constraint. Every constraint is universal. As CONare
the same in every language, what is particular to a language is the ranking. Thus. a
language can have a particular hierarchy of universal constraints which another may not
have since the constraint hierarchy adopted for a language is determined by the structural
requirement of that language. Even if two of the constraints appear to be contradictory mn
a constraint hierarchy, as long as the right one is ranked higher than the other, both can €0~
exist in the same constraint hierarchy. )
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There are basically two different types of constraints: Faithfulness constraints, and
Mnrkcdncss._ chlbformcdncss) constraints. Faithfulness constraints ensure that th:zrc is
no formal difference between an output form and its basic (underlying) form; such that
segments that appear in the input must be preserved in the output Ex;mplcs of
faithfulness constraints are MAX that forbids all deletions: IDENT (VOi) that declares
that any §egmcnt that should appear in both input and Outpl;t should have the same value
of the voicing feature in both of its incarnations; and DEP which forbids all insertions.

On their part, markedness constraints enforce prosodic or segmental markedness, such
as, 'syllables must have onsets' or 'syllables must not have coda.' All output are therefore
cvaluated .zmd possibly penalized by markedness constraints if they exhibit certain
configurations. Examples of markedness constraints stipulating what they either permit
or forbid are shown below:

ONS -Syllables must have onsets.

NO CODA _Syllables must not have codas.

VOI —Forbids voiced obstruents.

VTN -Forbids voiceless obstruents.

NO REP -Forbids replacement of sound segments by another.

NO CLST - Forbids consonant cluster.

The syllable is a basic unit of speech studied at both phonetic and phonological levels of
analysis. Just as the feet of metrical theory supply rhythmic organization to phonological
strings, syllables can be viewed as the structural units providing melodic organization to
such strings (Goldsmith, 1995:205-207). Meanwhile, the definition of syllable has been
attempted by many authors through other different approaches: phonetically,
phonologically, prominence theory, chest pulse theory, and sonority theory.

Phonetically, syllables “are usually described as consisting of a centre which has little or
no obstruction to airflow and which sounds comparatively loud; before and after the
centre there will be greater obstruction to airflow and/or less Ioud“sound” (Roach,
2000:70). Phonologically, Laver (1994:114) defines the syllable as “a complex unit
made up of nuclear and marginal element”. According to the prominence theory vl._rhlch is
based mainly on auditory judgement, the number of syllables in a word is determined by

the number of peaks of prominence.

; i lar activitiecs and
T usses the syllable in the context of muscu
he chest pulse theory dise )(,:h. This approach, however, cannot account for

lung movements in the process of spee ‘ AT
casgs when t\?t) vowels%ccur one after the other. For example, in W(l)rdfi like S:()el'lrslig (t);
'drying"; the second chest pulse mi ght be alt_nost irrelevant and tllms Af]?) thei:gn mac)}/l 0
the conclusion that such English words conSlSt-Of?‘ne Syu?ble OF ; Imonic airpsptream in
Presented by sonority theory according to which “the pulses 01 pu
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speech correspond to peaks in sonority” (Giegerich, 1992:132). The sonority of a speech
sound is discussed as its relative loudness compared to other sounds.

The syllable is a well recognized unit in linguistic analysis which explains quite well the
number of rthythmic units that will be perceived in a word or a longer utterance. This
number is usually equal to the number of vowels in the utterance. Although it is usually
casy to get agreement on the number of syllables present in a word, intuitions sometimes
differ over where the boundaries between one syllable and another should be placed. The
bulk of the present day phonological theory agrees that the syllable has constituent or
hicrarchical structure, rather than linear structure.

The syllable (conventionally marked as small Greek sigma o) has two immediate
constituents. They are the onset (O) which includes any consonant that precedes the
nuclear clement (the syllabic element), and the rhyme (R), which subsumes the nuclear
clements (consonants) that might follow it. The rhyme, in turn, further branches into
peak (P) also known as nuclcus (N), and coda (Co). The peak (Nucleus), as the
designation suggests, represents the 'nuclear' or most sonorous element in a syllable. The
coda includes all consonants that follow the peak inasyllable.

Syllable structure may be represented graphically by means of a tree diagram as in the
example for 'cat' /kaet/ shown below:

g
Onset Rhyme
Nucleus Coda
k x t

In the above illustration, the onset, peak and coda each consists of one segment: the
consonant /k/ occupies the onset, the vowel /z/ occupies the peak and the conanant /t/ 18
the coda of the syllable. However, there are syllables in English where either or both
marginal elements (i.e. onset and/or coda) are absent. Only the peak is an obligatory
clemc.nt In r_hhe language, the onset and coda are optional. There are languages whgrc the
onset1s obligatory, as well as such that allow no coda. Asyllable that has no coda is called
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an open syllable, while a syllable that
Anagbogu, Mbah and Eme, 2001 ).
3.2 The Igbo syllable structure
In every language, there is a pattern each
Sometimes, certain languages do not allow certain se i

’ : gments to begin or end a word.
Some languages, like the Igbo language, do not accept consonant clusfcrs.

According o Eme? anjo (1978), the Igbo syllable structure can be summarized as
follows: O

(Where C=C0nsonar.1t; ( ) o= Optionality: This is to say that the onset is an optional
element; S = Syllabic: The syllabic elements are vowels and the syllabic nasals. They

are the tonc-.beari_ng qnits (TBUs) ofthe language. T=Tone. Itis attached to TBUs o nly.)
Core syllabification in Igbo is as follows:

has a coda is known as a closed syllable (cf.

\Y% 1/1'you' ; 0/0 'he/she/it'
CV r1 'eat’; me 'do’'
N m 'me’

A combination of two or more of these syllables yields the polysyllabic words of the
language. Extensive compounding, reduplication, affixation etc. can result in longer
polysyllabic words than the instances we have given below:

VCV 0ld 'neck’; aka 'hand';

CVN ddm 'all'; dim 'a title'

NCV mba 'no'; nné 'mother’

VCVN odurh 'lion'; anirh 'female tortoise'

VCVCV okwukwé 'faith'; dsisi 'stick’
VCVCVCV  6gblogh 'tallness'; akirikd 'dry leaves'

4.0 Applying OT to the Igbo syllable structure .
In order to examine how optimality theory can be applied to the Igbo syllable structure,
many Igbo words were collected and analysed. For want of space, we exemplify with the

following nouns: et
€26, nnékwu, ikuk, dnyasi, anim, 6gwumaagala and ikwighikwighr.

the syllable structures by generating the possible

The optimality theory can be applied to : : ssil
candidates, evaluating them with regard to the .ran!‘(mg of cor}ftram‘tvséall]r;g :iig&s%i
the optimal candidate. Let us consider the application to the items .

English gloss of the word, the constraints used, the ranking and the reason for the ranking
are stipulated before each tableau for each item.
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Item 1- égo 'moncy’
Constraints:

' NO CODA- Syllables must not have codas.
ONS- Syllables must have onsets.”

Ranking: NO CODA >> ONS _
NO CODA is ranked highest because in Igbo closed syllables are not

Reason:
allowed and Igbo syllable may have an ONS.
€g0o NO CODA >> ONS
/égo/ NO CODA | ONS
A égO *1 o
@ | B é.go *x
Table 3 VCV

The optifnal candidate here is “é. go”, indicated by the pointing finger. The minimal
candidate is “ég.s.” This is because in the first syllable, it violates the highest ranked

constraint (NO CODA); therefore 1s ruled out mercilessly. This is shown by the
exclamation mark that accompanies the asterisk. The shaded parts show the
irrelevance of the remaining constraint to the fate of the candidates.

Item 2- nnékwa 'hen'

Constraint:

NO CODA-  syllables must be open
NO CLST - forbids consonant cluster

NO REP- forbids replacement of a segment with another

ONS-_ syllables must have onsets

Ranking: NO CODA >>NO CLST >>NO REP>>0NS

Reason: Igbo forbids coda, cluster and replacement of a sound segment with

another segment. However, since some sounds in the language have

e . . _
;Ilgrc I(J)gf}fmal variants, NO REP is ranked lower than NO CODA and

Anlgbo syllable may not have ON o
s S’
constraint among them. hence it is the lowest ranked

nnékwa NO CODA >>NO CLST>>NO REP>>0ONS
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/fnékw/ NO CODA [NOCLST [NOREP |ONST
a n.n.ékw.g | %) o
b n.né.kw *| ok
e c n.né.kwu *
d | nnékwa *1 ok

Table 4. NCVCV

The optimal candidate here is fi.né. kwu while the minimal candidate is n.né.kw.d .The
optimal candidate is recognized the pointing finger that is placed before it. Due to the
violation of the highest ranked constraint (NO CODA) by the minimal candidate at the
first and second syllables, it is therefore ruled out mercilessly. This is indicated by the
exclamation marks that accompany the asterisks. The shaded areas indicate the
irrelevance of the remaining constraints to the fate of the candidates.

Item 3 —ikaka (wind)

Constraints:

_NOCODA _ syllables must be open

_ONS syllables must have onsets. o

_VOWREC _ Each vowel sound produced must be recognized ina syllable.
Ranking: NO CODA >> VOW REC >> ONS

Reason: In Igbo language, closed syllables are not allowed and no one syllable

should contain two or more outstanding vowel sounds; that is why NO
CODA and VOW REC are ranked higher while ONST which an Igbo
syllable may not have is ranked lower than NO CODA and VOW REC

respectively.

ikuka: NO CODA >> VOW REC >> ONS

[ ikukd/ NO CODA | VOW REC | ONS

Y Y » *
a ik.uk *|

b ik kd
D ok
c v kokd

Tables: vevev
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Here, the optimal candidate is “i.ku.ku™ which the pointing finger shows. “Ik.uku™ is the
minimal candidate because it violates the highest ranked constraint (NO CODA) and
then is ruled out mercilessly. This makes the evaluation of VOW REC and ONS
irrelevant and is shown by the cells being shaded. The exclamation mark which
accompanices the asterisk indicates the outright ruling out of the candidate (NO CODA).

Item 4 anyasj(night)

Constraints:

NOCODA _  syllables mustbe open.

VOWREC_  Eachproduced vowel sound must be recognized ina syllable,
ONST _ syllables must have onset.

Ranking:  NO CODA >> VOW REC >> ONS

Reason:

Igbo language forbids coda and demands that each produced vowel
sound must be recognized in a syllable. Since an Igbo syllable may not
have ONS, henceitis ranked lower than NO CODAand VOW REC,

Anyas?NO CODA >> VOW REC >> ONST

anyas? NO CODA VOW REC ONST
@ | Q a.nya.s? m
b anya.sV . -
¢ any.as? * e

Table 6 VCVCV

“a.nya.si” is the opumal candidate here which is indicated by the pointing finger. The

minimal candidate is “dny.asi” because it violates the highest ranked constraint (NO
CODA) 1n the first Q\Ilable Therefore, this candidate is ruled out mercilessly. The

exclamation mark that accompann.s the asterisk shows that. The shaded arcas show the
irrelevance of the remaining constraints to the fate of the candidates

Item 5 anjri (female tortoise)
Constraints:

_NO CODA _ syllables must be open
_VOW RE C

=ON Each produced vowel sound must be recognized in a syllable
syllables must have onset.
R:mkmg

NO CODA >> VOW REC >> ONS
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Reason: NO CODA isranked higher than the ON

are always closed. On the otherhand, 1
not have it. =

S because in Igho language, syllables
bosyllables may have an onset, or may

anin NO CODA >> ONST

anirh NO CODA | oONs
a an.jm *1
b anj.m .
- }C a.nj.m * %
Table 7 VCVV

From what is presented’in the diagram as shown by the pointing finger, the optimal
candidate here is “a.ni.M”, while the minimal candidate is an_ith". This is because the
candidate “an.im” violates the highest ranked constraint (NO CODA) in the first
syllable. Because of this violation, this candidate is ruled out rightly. The exclamation
mark which follows the asterisk indicates that. The remaining constraints are not
relevant to the fate of the candidates. The shaded parts show that.

[tem 6 6gwimaagala (Chameleon) constraints;

NO CODA- syllables must be open.

NOCLST- Forbids consonant cluster.

VOWREC- each vowel sound produced must be recognized.

ONS- syllables must have onset.

Ranking: NOCODA>>NO CLST>>VOWREC>>ONS .
Reason: Closed syllables are notallowed in Igbo. Therefore, NO CODAis placed

higher than NO CLST, VOW REC is then ranked higher than ONS because Igbo forbids
setof vowels in a syllable and ONS may or may notoccurina syllable

bgwimaagala—NO CODA >>NO CLST>>VOWREC>>ONS

' V REC | ONS
gwimaagala NO  [NOCLST |VOW
CODA e
A ’ s 2l k1 %1 ¥ ]
6gw.uma.ag.ala 1 *! | =
E 3
ﬁ__ | 6gwl.maa.ga.la - .
o & | b.ewi.ma.aga.la —
-l-)-_ | 8.gwi.ma.a.ga.la

Table§. VCVCVVCVCV
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Following the diagram above, o.gwu..ma.‘a.ga.‘la Is thcl optlmla[dc(z)x::td]qa]n:l_ The finger
points at it. The minimal candidate being 6gw.uma.ag.ala s nil cf : nﬁ lbly becausg N
violates twice the highest ranked constraint (NO CODA) in the 1rsi syﬁa C. The faq
violation is shown by the exclamation marks that come lmmc$hatc y after the asterisk
The rest of the cells for the minimal candidate are shaded showing that its evaluatigp, for

NO CLST, VOW REC and ONS are irrelevant.
Item 7 ikwighikwigh (owI)

Constraints

NO CODA - Syllables must be open .

NO CLST - Consonants should not come consecutively

VOW REC — Each vowel sound produced must be recognized in a syllable.

ONS — Syllables must have onset.

Ranking — NO CODA >> NO CLST >> VOW REC >> ONS

Reason: Syllables are always closed in Igbo. That is why NO CODA is ranked higher
than NO CLST. Because Igbo forbids more than one vowel to occur in a syllable, VOW
REC isranked higher than ONS which may or may not-occurin a syllable.

The optimal candidate according to the presentation above is i.kwi.ghi.kwi.ght which is
indicated by the symbol of a finger pointing at it. ikw.i.ghi.kw.i.ghi on the other hand
stands to be the minimal candidate which has the highest violation of the highest ranked
constraint with ikwi.ghi.kw.ighi but is ruled out because at the lowest constraint ONS, it
has three violations while the later candidate has only two violations. The two named
candidates have the same degrees of violations at all the constraints except ONS. Since
ikw.i.ghi.kw.i.ghiis the minimal candidate, the rest of the cells are shaded showing thatits
evaluation for (ONS ) is insignificant.

kwighikwight NOCODA [NOCLST |VOWREC JONS
A [ ikw.i.ghikw.ighi *] % ok o

il
B | ikw.ghi.kw.ighi *1 ¥ ok L,J
C | ikwi.ghikwighi, S|
D | ikwi.ghi.kwi.ghi *T?;
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Conclusion

The paper has attempted ap application of OT ¢ the

. analysis of the Igbo syllable
structure using mostly names. The

analysis is made
OT which are: Gcncrntor(G[{N) which generates th

come up as optimal candidate, Evaluator (EVAL)

output to be optimal with respect to Constraint-

darc

those rules in the language that the candid
to be well formed.

¢ list of possible candidates that may
which spells out what it takes for an
ranking and Constraints (CON) which

ates generated by the GEN must obey for them

Each name mentioned is followed by cert

: ain rules (constraints) alongside with their
respective evaluators. The constraints

are therefore ranked hicrarchically. For
example,n”i” the given constraints in fig 4. (NCVCV),NO CODA,NO CLST, NO REP
and ONS where NO CODA dominates NO CLST which dominates NO REP and NO
REPdominates ONS (NOCODA>>NOCLST >~ NO REP>>ONS). The reason forthe
ranking is then given and finally in a tablau, the generated candidates and the constraints
are presented with the syllable structure of each candidate shown in order to ascertain
which violates the highest ranked constraint and which emerges as the optimal
candidate,

From the analysis presented, it is observed that this theory (OT) can be applicable in the
analysis of other phonological areas in the Igbo language such as v.owcl.hann'ony,
reduplication, toning etc. where certain phonotatic constraints eXist, since it is
constraint-based.

Although OT has many criticisms, most of them arc based on fundamental
misundhcr::lmdinu of how it works. With a firm understanding of the OT framework
scholars can app!tv the OT in the analysis of varjoust aspects of the many languages of the
world, includine the [gbo language and other Nigerian languages.
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